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# 通用代码优化经验（C++）

## 基本思想

·阿姆达尔定律Ahmdal’s Law，让经常执行的路径运行更加高效，而运行稀少的路径正确运行。

·代码先保证正确，然后再考虑优化。

·尽量多使用（标准）库内容和最新标准的功能，一般情况下，性能会更好，除非你十分了解库内容的不足和自己代码的优势。

·逻辑上可以提前计算化简的内容，不要放在程序中尤其是循环中执行。

## 优化对象构造与复制

·用初始化initialization代替赋值assignment，即使用构造函数的初始化列表代替构造函数内的成员赋值。

·上一条的另外一层含义是，使用带参数的构造函数直接初始化对象，而不是使用复制、赋值或拷贝等。

·减少复杂类型对象拷贝，使用移动语义解决或其它方式。

·避免不必要的数据初始化，如果你需要初始化一大段的内存，考虑使用memset。

·对于常用的简单类型，由于经常被复制，应使用足够简单的构造函数。

·必要时用自定义构造函数覆盖掉默认构造函数，以提升性能。

·推迟定义本地变量，定义一个对象变量通常需要调用一次函数（构造函数）。如果一个变量只在某些情况下需要（例如在一个if声明语句内），仅在其需要的时候定义，这样，构造函数仅在其被使用的时候调用。

·前置自增自减优化，用++i代替i++，若功能不变。使用后缀操作符需要执行一次对象拷贝（这也导致了额外的构造和析构函数调用），而前缀的构造函数不需要一个临时的拷贝。

·对大多数自定义类型，优先使用+= 、 -= 、 \*= 和 /=，而不是使用+ 、 -、 \* 、 和/。一连串的算术运算需要创建大量的匿名临时中间变量。例如：Vector v = Vector(1,0,0) + Vector(0,1,0) + Vector(0,0,1);?创建了五个匿名临时Vector: Vector(1,0,0), Vector(0,1,0), Vector(0,0,1), Vector(1,0,0) + Vector(0,1,0), 和 Vector(1,0,0) + Vector(0,1,0) + Vector(0,0,1)。对上述代码进行简单转换：Vector v(1,0,0); v+= Vector(0,1,0); v+= Vector(0,0,1);仅仅创建了两个临时Vector: Vector(0,1,0) 和 Vector(0,0,1)。这节约了6次函数调用（3次构造函数和3次析构函数）。

·上一条对于基本数据类型不适用，应尽量使用+、-、\*、/。

## 优化数据选型和避免类型转换data type

·整数和浮点数指令通常在不同的寄存器中进行操作，所以它们之间的类型转换需要进行一次拷贝操作。

·短整型（char和short）虽然只有半字长，但仍然使用较大的整个寄存器进行计算（如单字长或双字长），它们需要先被填充为32/64位，运算完毕后在存储回内存时需要再次转换为小字节。不过，考虑这个开销时需要权衡使用一个更大的数据类型的内存空间开销。

·在现代CPU，浮点数运算和整数运算差不多拥有同样的效率。在计算密集型应用，这意味这可以忽略整数和浮点数计算的开销差异。这也就是说，你不必要对算数进行整数处理优化。

双精度浮点数运算也不比单精度浮点数运算更慢，尤其是在64位机器上。同一台机器测试某算法全部使用double比全部使用floats运行有时候更快，当然有时也会更慢。

·复杂数据结构选型，选择最最合适的数据结构，避免选择功能相较过强的，浪费性能。

## 优化循环loop

·循环展开，对于n个循环的k级循环展开（一个循环里重复k次），可以令循环因子i < n – k + 1，再对剩余的循环进行单独操作即可。循环展开增加代码总量，可以降低循环处理开销，可以便于指令流水线化，但综合效果必须依赖实际情况。

·循环内可以移到循环外的语句（比如循环不变量）一定要移走，比如声明变量。

·考虑看看某些数值是否可以在循环中通过循环变量进行增量修改得到，而不每次都重新开始计算。

·for循环嵌套优化，在不影响功能的前提下，将循环次数越少的循环放在越靠外部的位置，因为这种布局下各循环的循环变量的实例化、赋值、比较、增量次数可以达到最低。若在for语句外提前先声明循环变量，能提高效率，但在循环次数少的时候并不明显，有时反倒会影响效率。

·寻找可以尽早结束循环的情况加以利用。

## 优化函数设计

·避免或减少使用本地变量以及函数参数，如果数量不多，处理器可以充分发挥寄存器传参数的性能优势（取决于调用惯例calling convention）。

·但也要避免和控制静态变量、全局变量的数量。

·参数传递尽量选择引用传递，而非值传递。

·尽量避免函数需要返回值的情况。

·寻找尽早返回函数调用的情况加以利用，避免执行额外的逻辑。

·使用表查找代替复杂函数，许多人都鼓励将复杂的函数（比如：三角函数）转化为使用预编译的查找表。但有时这会导致不必要的内存查找，这个代价很昂贵（并不断增长），并且这和直接计算一个三角函数一样快（尤其考虑到内存查找打乱了cpu的cache存取）。在其他情况下，查找表会很有用。对于GPU编程通常优先使用表查找而不是复杂函数。

## 优化函数调用跳转

·减少函数调用，但是必须平衡地保证可读性。

·用迭代代替递归。

·使用inline和define替换少量但多次出现的代码，避免调用函数的开销，同时也有利于指令并行（原因类似于循环展开），虽然会稍许增加代码总量。

## 优化分支跳转

·通过调整程序逻辑，减少（条件）分支，分支会影响指令流水线。

·逻辑条件优化，即&&运算符的短路功能方面的优化。

·对于大规模的if else分支链，要执行到最后的分支需要很多的跳转。如果可能，将其转换为一个switch声明语句，编译器有时候会将其转换为一个表查询单次跳转。如果switch声明不可行，将最常见的场景放在if分支链的最前面（具体应根据平台对分支预测功能的实现来处理）。

·适当的使用goto，很多书上基本都写过"禁止使用goto"这样的字眼，不过在某些特定情况下，适当使用goto能漂亮的解决问题。在kernel开发中，goto被用于“跳出多重循环”和“错误处理跳转”，使得逻辑更加清晰，只要满足"goto不跨函数"、"goto不向上跳转"的情况下goto还是有用武之地的。

·使用三元运算符?:替代简单结构的if else。（待汇编求证）

## 优化缓存和内存访问cache

·根据所用平台上的数据存储规则（如多维数组的存储顺序），进行数据的集中存储和处理，避免出现cache不命中。

·字节对齐，或cache行对齐。这需要根据具体平台而定。

## 优化计算过程开销

·平方根计算尽量避免，尤其是可以用平方结果进行比较时。

·如果重复地需要处理 除x 操作，考虑先计算1/x的值，乘以它。这在向量单位化（3维条件下需3次除法）运算中有很大的改进，不过有时也并非效果明显。如果要进行三次或更多除法运算，这还是可以利用的。

·更多数学计算优化需要参考位操作优化。

## 优化栈和堆的使用

·动态内存对于存储场景和运行期间其他数据都很有用。

·但是，在许多（大多数）的系统动态内存分配需要获取控制访问分配器的锁。对于多线程应用程序，现实中使用动态内存由于额外的处理器导致了性能下降，因为需要等待分配器锁和释放内存。

·即便对于单线程应用，在堆上分配内存也比在栈上分配内存开销大得多。操作系统还需要执行一些操作来计算并找到适合尺寸的内存块。

# 位操作优化

## 英文字母大小写转换

ASCII码大小写转换只需对第5位进行OR 1操作（+32）即可。

## 二进制乘法

一个无符号数左移 n 位就是将其乘以 2^n。其他任何乘数都可以表示为 2 的幂之和，实际上就是将乘数转化为二进制形式。若乘数的二进制形式中位k为1（位0为最低位），则将被乘数左移k位，最后将结果相加即为乘积。

线程调优：首先看自身线程模型的调用方式，避免多线程加锁，可以的话可以做线程本地化处理

线程本地化处理，优化

gprof和日志，profiling工具